a2 United States Patent

Mohajer et al.

US009047371B2

US 9,047,371 B2
Jun. 2, 2015

(10) Patent No.:
(45) Date of Patent:

(54)

(735)

(73)

")

@
(22)

(65)

(63)

(60)

(1)

(52)

(58)

SYSTEM AND METHOD FOR MATCHING A
QUERY AGAINST A BROADCAST STREAM

Inventors: Keyvan Mohajer, Los Gatos, CA (US);
Bernard Mont-Reynaud, Sunnyvale,
CA (US); Joe Aung, San Jose, CA (US)

Assignee: SoundHound, Inc., Santa Clara, CA
(US)

Notice: Subject to any disclaimer, the term of this
patent is extended or adjusted under 35
U.S.C. 154(b) by 384 days.

Appl. No.: 13/401,728

Filed: Feb. 21, 2012

Prior Publication Data
US 2012/0239175 Al Sep. 20, 2012

Related U.S. Application Data

Continuation-in-part of application No. 13/193,514,
filed on Jul. 28, 2011.

Provisional application No. 61/368,735, filed on Jul.
29, 2010, provisional application No. 61/547,028,
filed on Oct. 13, 2011.

Int. Cl.
GO6F 17/00 (2006.01)
HO4H 60/32 (2008.01)
(Continued)
U.S. CL
CPC ... GO6F 17/30743 (2013.01); GIOL 19/018

(2013.01); HO4H 60/372 (2013.01); HO4H
60/58 (2013.01)

Field of Classification Search
CPC G10L 19/018; HO4H 20/14; HO4H 60/13;
HO4H 60/27, HO4H 60/29; HO04H 60/33;
HO4H 60/35; HO4H 60/41-60/44, HO4H
60/48; HO4H 60/49;, HO4H 60/51; HO4H

USPC 340/4.37, 4.4; 381/56; 700/94; 707/746,
707/747; 716/727; 725/18, 19

See application file for complete search history.

(56) References Cited

U.S. PATENT DOCUMENTS

11/1975 Moon et al.
5/1984 Kenyon et al.

(Continued)

3,919479 A
4,450,531 A

FOREIGN PATENT DOCUMENTS

EP 0944033 Al 9/1999

1367590 A2 12/2003
(Continued)

OTHER PUBLICATIONS

International Search Report, appl. No. PCT/2009.066458, mailed
Jun. 23, 2010.

(Continued)

Primary Examiner — Jesse Elbin
(74) Attorney, Agent, or Firm — Haynes Beffel & Wolfeld
LLP; Ernest J. Beffel, Jr.

(57) ABSTRACT

A method for identifying with a broadcast stream. That
method includes receiving one or more broadcast streams,
from which it generates and stores an audio fingerprint of a
selected portion of each received broadcast stream. A query is
received, and the method generates an audio fingerprint of the
query. From that point, the method continues by identifying
audio content from the query, using the query audio finger-
print and a database of indexed audio content. The method
concludes by identifying the source of the query using the
query audio fingerprint and the stored audio fingerprints.
Embodiments of the method further include predictively
caching audio fingerprint sequences and corresponding audio
item identifiers from a server after storing audio fingerprints
extracted from the broadcast stream; and using the predic-
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item within the audio signal based on at least some additional
audio fingerprints of the audio signal. 30 Claims, 7 Drawing Sheets
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SYSTEM AND METHOD FOR MATCHING A
QUERY AGAINST A BROADCAST STREAM

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation in part of U.S. patent
application Ser. No. 13/193,514 entitled “System and Meth-
ods for Continuous Audio Matching,” filed 28 Jul. 2011
which in turn claims the benefit of U.S. Provisional Applica-
tion No. 61/368,735 of the same title, filed 29 Jul. 2010 both
of which are incorporated by reference herein.

This application claims the benefit of U.S. Provisional
Patent Application No. 61/547,028 entitled “System and
Method for Matching a Query against a Broadcast Stream,”
filed on 13 Oct. 2011. That application is incorporated by
reference in its entirety for all purposes.

BACKGROUND

This application deals generally with the field of automated
content recognition, and more specifically with systems
involved with recognition of broadcast content.

Thousands of broadcast sources (including radio, TV, sat-
ellite and online stations) stream audio content over commu-
nication media such as the internet; a computer server can
monitor many such streams simultaneously. Systems now
exist that allow users to submit queries and receive identifi-
cation of content that matches in a pre-indexed database.
Pre-indexed items include recorded music, and systems can
identify such items appearing either as primary content or as
background behind an announcer’s voice. Examples of such
systems can be seen, for example, in U.S. Pat. App. Pub. No.
2010/0145708 entitled “System and Method for Identifying
Original Music,” which publication is incorporated herein in
its entirety.

Other content may not be pre-indexed, such as live news,
talk shows, or advertising. Even when specific audio content
cannot be identified, it would be useful to a user to know the
source of the broadcast stream, along with other information
available about the programming. Conversely, information
such as the user’s station listening patterns could be collected
and used, within the legal limits of Terms of Use agreements.
This could be highly interesting to broadcasters.

For example, after a song from a local radio station has
been identified, and the user’s device displays the song’s
name and artist, it would be also useful for the device to
display a list of songs that the station played recently, or a live
link to the radio station’s website, or other content that could
provide value to the radio station, the users, or other parties.
The user could interact with the station by participating in
contests, voting or subscribing to the station. Radio stations
can also take advantage of query matches to engage and
interact with their listeners. Additionally, the broadcaster
could offer the user special deals or coupons. The knowledge
of what station a user listens to may be of interest for other
tracking and analysis purposes. Optionally, the use of loca-
tion data such as GPS may make station selection more reli-
able. Finally, matching station content with an index database
helps to create accurate station playlists, and can enable faster
and better user query matching.

Thus, a need exists for improved methods for identifying
and interacting with broadcast content.

SUMMARY

One aspect of the disclosure is a method for identifying a
broadcast stream. That method begins by receiving one or
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2

more broadcast streams, from which it generates and stores an
audio fingerprint of a selected portion of each received broad-
cast stream. A query is received, and the method generates an
audio fingerprint of the query. From that point, the method
continues by identifying audio content from the query, using
the query audio fingerprint and a database of indexed audio
content. The method concludes by identifying the source of
the query using the query audio fingerprint and the stored
audio fingerprints.

Embodiments of the disclosure may predictively cache
audio fingerprint sequences and corresponding audio item
identifiers from a server after storing audio fingerprints
extracted from the broadcast and use the predictively cached
audio fingerprint sequences to identify an audio item within
the audio signal based on at least some additional audio
fingerprints of the audio signal.

Another aspect of the disclosure is a method for identifying
a broadcast stream. This method commences by receiving
one or more broadcast streams, from which it generates and
stores an audio fingerprint of a selected portion of each
received broadcast stream, together with extracted informa-
tion from the broadcast stream. The method then receives a
query, whereupon it generates an audio fingerprint of the
query. Analysis begins by attempting to match the query
fingerprint to the stored audio fingerprints, and if the match is
successful, identifying the match result as a double match. If
the match is not successful, the method continues by identi-
fying query audio content and the source of the query, using
information from the stored audio fingerprints and the stored
extracted information, and a database of indexed audio con-
tent. It then integrates the results of the identifying operation
to identify either a broadcast stream match or a content match.

Yet another aspect of the disclosure is a method for iden-
tifying and interacting with a broadcast stream. This method
begins by receiving one or more broadcast streams, from
which it generates and stores an audio fingerprint of a selected
portion of each received broadcast stream, together with
extracted information from the broadcast stream. It then con-
tinues by identifying broadcast stream audio content and the
broadcast stream, using a combination of information from
the stored audio fingerprints, the stored extracted informa-
tion, and a static database of indexed audio content.

BRIEF DESCRIPTION OF THE DRAWINGS

The drawing figures described below set out and illustrate
a number of exemplary embodiments of the disclosure.
Throughout the drawings, like reference numerals refer to
identical or functionally similar elements. The drawings are
illustrative in nature and are not drawn to scale.

FIG. 1A is an overall block diagram of a system for iden-
tifying broadcast content, in accordance with the principles of
the present disclosure.

FIGS. 1B-1D are detail block diagrams of portions of the
system depicted in FIG. 1A.

FIG. 2 is a block diagram of a further portion of the system
depicted in FIG. 1A.

FIG. 3 is a flowchart, setting out an embodiment of a
process in accordance with the present disclosure.

FIG. 4 is a flowchart, setting out a further embodiment of a
process in accordance with the present disclosure.

DETAILED DESCRIPTION

The following detailed description is made with reference
to the figures. Exemplary embodiments are described to illus-
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trate the subject matter of the disclosure, not to limit its scope,
which is defined by the appended claims.
Overview

This application discloses a system and method for identi-
fying and interacting with a broadcast stream. One portion of
the system receives, processes, and stores information
extracted from a number of broadcast streams. An array of
antenna-based tuners can receive broadcast streams such as
radio and TV channels via terrestrial or satellite transmis-
sions; alternatively, web stream monitors may be used to
receive selected radio streams, which were typically
re-broadcast on internet with a significant delay relative to the
original broadcast signal. The streams are forwarded to a
fingerprint module, which stores and acts upon a preselected,
continuously updated portion of the broadcast stream. This
module extracts an audio fingerprint of the saved portion of
each broadcast stream, and that audio fingerprint is saved as
well. A user, employing a handheld device, desktop device, or
the like, submits to the system a query consisting of a portion
of captured audio, either from a broadcast or from the user’s
environment (such as music being played on a stereo system,
or someone singing); the query may also include additional
identification and location data. The system creates an audio
fingerprint of the query audio and uses it to identify the source
of the query, among the monitored broadcast streams.

The query may also be matched against a catalog of pre-
indexed content. The term catalog is employed herein to
indicate classes of content that have been analyzed, finger-
printed, and indexed. Often, catalog content may be musical
content, allowing identification of a given song or musical
performance. Besides music, a great variety of other recorded
content may be indexed, including audio from advertise-
ments, or any other known material where an audio recording
may have been associated with identification data and other
data. A given system provider will know what classes of
content have been indexed, and thus can tailor identification
processes to the specific types of catalog content that are
available on that system.

Thus, in addition to identifying the broadcast stream con-
taining the query, the system can also identify particular con-
tent and provide responses to the user from the combined use
of information about broadcast streams, about indexed con-
tent, and additional context information. The responses may
also change over time, allowing the system to give a prompt
first response, and to provide additional information later.

For example, the system can allow the sponsors of the
broadcast stream to make particular offers to the user, or to
provide specific information to the user.

Embodiments

FIG. 1A is an overall block diagram of a system for iden-
tifying and interacting with broadcast content in accordance
with the present disclosure. The system can be broken down
into three groups of operations. A set of station monitoring
operations 100 performs actions that are always required,
regardless of which process paths are involved in further
processing. Basic broadcast stream inputs and processing
operations are performed here. A playlist generation module
130 operates continuously, regardless of whether the system
does or does not interact with a user. The operations involved
in this module serve to analyze broadcast streams to deter-
mine their content. An output from ongoing process block
130 is a playlist 180 for each monitored broadcast stream. A
set of query-triggered operations 150 operate side-by-side
with the playlist generation module 130. Here, however, no
actions are performed until a user employs a communication
device 200 to submit a query, generally consisting of a snippet
of a broadcast stream. Upon receiving such an input, the
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query-triggered operations 150 operate to identify the broad-
cast stream and particular content and provide that informa-
tion as a response to the user.

It should be noted that all of the presented systems are
made up of conventional computer and communications
equipment known to those of skill in the art. Preferably, the
systems are configured as networks of servers operating on
the Internet. The specific operations detailed herein are per-
formed by specifically configuring these known devices to
perform unique functions through the application of specifi-
cally-tailored instructions, generally provided by software.
The software can be provided in the forms of computer-
readable media, application-specific chips (ASIC) or firm-
ware, as desired and convenient for a particular scenario.
Identification and specific operation of the compliments that
would make up such a system are well known to the art and
need no further discussion here. Moreover, those of ordinary
skill in the art will be able to employ the functional descrip-
tions contained below to generate effective software imple-
mentations.

FIG. 1B provides a detailed representation of the stream
monitoring system block 100. Here, a receiver subsystem 110
gathers and outputs broadcast signals from a variety of
sources. As part of this, an antenna-based tuner array 104
includes tuner elements 104a, 1045 . . . 104 . These tuner
elements are wholly conventional, and adapted to receive
audio signals from AM or FM radio stations, satellite radio
stations, or television stations. Elements that receive televi-
sion signals separate and process only the audio portion of the
signal. While effective use of resources will necessarily
impose constraints on the number of broadcast channels that
can be selected for capture at any one time, those in the art will
understand that devices can be structured for economical
parallel operation and provided in sufficient numbers to cover
the primary broadcast outlets in most metropolitan areas
(SMSA’s) or to allow the selection of a specific subset of
stations, if preferred.

In addition to broadcast sources, Internet broadcast receiv-
ers 106 can be provided as well. With a large number of
broadcast media employing web distribution in addition to
direct broadcasting, receiving web broadcasts may well
improve the quality of the reception signal, or the coverage of
the system, at the expense of latencies (delays) which are
explained in more detail below; this alternative approach to
station capture will be good for some applications and not for
others; in general the receiver system 100 can use both
approaches simultaneously. If the system is designed to serve
an area greater than a single SMSA, local receivers may be
employed to directly receive radio or television signals and
forward them to the stream monitoring system 100. In that
case, the retransmission delays will be under the system’s
control, and may be smaller. In all cases, the system will know
what type of station input path is in use, and it can process
delays accordingly. Those of skill in the art will be entirely
capable of designing and assembling receiver 110, including
the provision of remotely scattered devices. Finally, it should
be noted that receiver 110 provides signals in digital form. A
digital output can be directly generated, or in some cases the
incoming signal may be received in analog format and then
passed through an analog-to-digital converter. In one imple-
mentation, the raw antenna RF signal may be digitized at a
high sample rate, and processed by firmware before indi-
vidual station channels are selected and the audio+metadata
obtained. All variant implementations are common practice
in the art, and any combination of them could be used here.

The set of digital signals gathered in receiver 110 is then
passed to fingerprint module 120 for processing, as shown in
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detail in FIG. 2. As seen there, for each signal stream, finger-
print module 120 provides a signal buffer 122 a fingerprint
buffer 124, and a metadata buffer 126. Thus, the system
includes a set of signal buffers 122a, 1225 . . . 122n, finger-
print buffers 124a, 1245 . . . 124n, and metadata buffers 126a,
12654 . . . 126n. Each signal buffer 122 retains signal content
corresponding to a selected period of time, such as 30 sec-
onds, 1 minute, or several minutes, depending upon applica-
tion requirements, knowledge of typical delays, as well as the
processing capability and amount of storage available to the
system. A typical system will retain 30 s to 5 min of content
from each station. In its storage condition, the content will be
stored in what amounts to a ring data structure, a structure
well known in the art. Techniques for working with and
storing continuous streams of broadcast data are set out in
U.S. Provisional Patent Application 61/368,735 entitled
“System and Methods for Continuous Audio Matching,”
cited above.

The transmission and analysis of unprocessed digital audio
data are generally too slow to be useful; therefore the signal
data in audio buffers is usually compressed using an existing
audio codec and/or processed into a running audio ‘finger-
print.” Systems and algorithms that create audio fingerprints
(also called ‘signatures’ or ‘robust hashes’) are disclosed in a
number of U.S. patent applications, such as U.S. Pat. App.
Pub. No. 2010/0145708 cited above. Audio fingerprints pro-
vide information about the audio in a compact form that
allows fast, accurate identification of content. Those of skill
in the art will be able to devise suitable techniques for ana-
lyzing incoming signal data, applying the most applicable
fingerprinting algorithms, and storing the resulting finger-
print data. As a result, each fingerprint buffer 124 will contain
fingerprint information for a given length of broadcast. A
preselected amount of digital signal data, corresponding to a
given number of seconds of broadcast or a given number of
bytes, can be stored in a buffer such as signal buffer 122a. The
system then processes that data and stores it in fingerprint
buffer 124a, discarding the oldest data in the buffer to make
room for new data.

The stream monitoring system 100, including receiver 110
and fingerprint module 120, operates on multiple station
streams on an ongoing basis, maintaining the resulting sets of
fingerprint data available for analysis at all times, for each of
the monitored broadcast sources. In addition to the data con-
tained in the signal buffers and fingerprint buffers, any meta-
data that was broadcast alongside with the audio or audio/
visual content (such as RDS or equivalent) is also stored by
fingerprint module 120, in metadata buffers 1264, 1265 . . .
126n. This data commonly includes information such as the
broadcast station call letters, the name of the program or
particular musical piece being broadcast, and other informa-
tion that might be of interest to a user. The system keeps track
of all such data, and time-stamps it

FIG. 1C presents the playlist generation module 130,
which receives fingerprints from the fingerprint module 120,
analyzes that information, and generates playlists 180 for
each broadcast stream. Fundamentally, module 130 monitors
the streams from the monitoring system 100 and uses the
fingerprint data to recognize the content of the streams. To
accomplish that task, short segments of fingerprints 120 from
each monitored stream are first fed to an Original Music
Recognition module 134. There, the fingerprints are sub-
jected to the analysis disclosed in the 708 Patent Publication
discussed above. Briefly, this analysis treats short fingerprint
segments corresponding to recent station data as a query, to be
matched against a catalog of audio recordings 133. The cata-
log is preloaded as a large index of catalog content. OMR
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module 134 is capable of identifying the specific recording,
and its time alignment, and retrieving the corresponding cata-
log information. Specific techniques for doing such matching
are disclosed, for example, in the cited patent application
publications. Additional data may be associated with each
catalog entry

Although the techniques employed by original music rec-
ognition module 134 will suffice to identify the content con-
tained in the fingerprints fed to the playlist generation module
130, improved operation can be achieved by adding a con-
tinuous matching module 136. As set out more fully in the
*735 Provisional Patent Application cited above, continuous
matching takes advantage of the fact that most broadcast
content lasts for at least several moments, and certainly longer
than the sampling interval employed in the station monitoring
module 100. Specifically, continuous matching technology
predictively caching of audio fingerprint sequences and cor-
responding audio item identifiers from a server after storing
audio fingerprints extracted from the audio signal. A tracking
cache and a watching cache are collectively referred to as
“predictive cache(s)”, because the fingerprint or audio feature
sequences are predicted to follow received segment data of
the audio signal that has been at least partially recognized.
The technology also includes using the predictively cached
audio fingerprint sequences to identify an audio item within
the audio signal based on at least some additional audio
fingerprints of the audio signal.

In an alternative embodiment, the predictive caching
method set out above can be applied to the user query. The
query must be sufficiently lengthy to provide multiple seg-
ments, but those segments can be fingerprinted and predic-
tively cached, applying the techniques of the *735 Provisional
Patent Application in the same way as disclosed for the broad-
cast stream.

The continuous monitoring module checks to determine
whether the content of a present sample is related to previous
content, and if so, no need exists to perform a query to the
database in the master catalog 133. Because database access
is easily the largest time factor in contemporary processing
systems, considerable efficiency can be gained through con-
tinuous matching techniques.

As each fingerprint is identified by OMR module 134, as
may be supplemented by continuous matching module 136,
playlist generation module 137 compiles that information
(and integrates it over time, checking for consistent align-
ments and other reliability factors) into a playlist 180 for each
broadcast stream. The playlist can be configured to provide
data content and format as desired by a user, but it would be
expected that playlist 180 would include at least the identified
content, the time that the content was broadcast, and perhaps
information about signal quality or the like. Uses of the play-
lists so compiled are discussed in more detail below. Station
monitoring module 130 operates continuously to generate an
ongoing playlist for each broadcast stream for which finger-
prints 120 are being prepared. It will be understood, of course,
that the station playlist will be stored on a permanent medium,
for future reference in various applications, but items may be
removed from the “most current playlist” at any time, as
desired.

It should be understood that playlist 180 does not constitute
a simple text list of broadcast content. Different systems can
be designed to produce playlists of varying scope, but the
illustrated embodiment includes all received and analyzed
information about the given broadcast stream and its content.
For example, fingerprints, metadata, and other information
are combined into a suitable data structure provide a readily
accessible source of comprehensive information about the
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broadcast stream. From that data structure, reports or other
output can be generated in whatever format and including
whatever content might be desired.

While the playlist generation module 130 operates on a
continuous stream basis, FIG. 1D depicts query triggered
processing module 150, which operates only when required.
This module operates asynchronously responding to user
queries. As used here, “query” refers to a segment of audio
signal presented to the system by a client. The audio signal
may have been captured by a client’s microphone or similar
device, and the query includes a time stamp and length iden-
tifier. The term “query” also denotes the corresponding fin-
gerprint information, together with any additional context
data. Alternatively, the query audio, fingerprint or other con-
text information could originate from the client device itself,
such as a portion of playback of a previously captured audio
signal or track. Moreover, a user can submit a query by
sending a transmission to a dedicated website or URL, or
alternatively, the user can employ an app or plug-in. In the
latter scenario, a user would simply press or click on a screen
button or location, and the app or plug-in would extract an
audio snippet of appropriate duration from whatever audio
content is currently running on the user device, and then
transmit that snippet to the system. A large number of inter-
face methods are possible to transmit this knowledge, as will
be apparent to those of skill in the art. Alternatively, a query
could be a portion of streaming audio, or the audio portion of
streaming video, from a radio station, television station, or
website. Most often, queries will be delimited, providing
relatively short segments of audio signal. If desired, however,
the user may forward extensive streams of audio material for
analysis.

However generated, the query is received into the query-
trigger operations module 150 by query fingerprinting mod-
ule 160.Upon receiving the communication, query fingerprint
module 160 generates a fingerprint from the query, employ-
ing the techniques described above. The detailed process for
processing the query is set forth below, in connection with
FIG. 4. The discussion here will focus on the modular struc-
ture of the query-triggered operations module 150, and the
discussion below will expand upon that discussion to set out
the processing method. As can be noted from the drawing, the
central point of query-triggered operations module 150 is the
low latency integration module 156. That module receives
input from three sources: One input flows from query finger-
print module 160.

Then, broadcast stream fingerprint information from fin-
gerprint module 120 is input to OMR module 154, which
performs an OMR analysis as described above in connection
with the playlist generation module 130. As was true with
playlist generation module 130, OMR module 154 suffices to
provide an identification of stream content, but operation can
be improved through the application of continuous matching.
Thus, OMR results are fed to a continuous matching module
155, which proceeds as set out above, and in the *735 appli-
cation cited. The results of that analysis form a second input
to low latency integration module 156.

Identity of the broadcast stream itself is determined by
original stream recognition model 152. The identification
process compares the query fingerprint to the data contained
in fingerprint buffers 124a, 1245 . . . 124 (FIG. 2), which is
available to OSR module 152 through fingerprint and stream
info module 120. Here, the fingerprint produced for the query
is not compared to a pre-loaded database, but to the data in
each fingerprint buffer 124; closely matching fingerprints will
indicate the source of the query. In addition, metadata
received along with the broadcast stream and also stored in
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the metadata buffers 1264, 1265, etc. The match score and the
metadata associated with the identified source of the query (or
better, a few top scoring hypotheses) is then forwarded to the
low-latency integration module 156, which can often choose
among competing hypotheses using more context, such as
GPS data, or previous audio content. Stream recognition data
from module 152 forms a third input to low latency integra-
tion module 156.

After determining whether the query finds a catalog match
in OMR module 154 and whether it finds a stream match in
OSR module 152, information concerning any matches
found, together with relevant metadata, is returned to low
latency integration module 156. Before proceeding with the
analysis, certain limits must be applied on the relative delay
allowed in amatch. As is generally known, a website affiliated
with a broadcast source will usually stream content with a
delay, typically around 2 minutes, after the actual broadcast of
that content; hence the online broadcast signal will typically
reach the system after the query. With an antenna receiver, the
delay is much shorter, and in the other direction: in this case,
the reference broadcast stream usually reaches the system
before the query. Additional delays may be introduced by
network latency, buffering and processing. Data stored in the
signal buffers 122 and the fingerprint buffers 124 are date
stamped as of the time of capture, as is the query. Those of
skill in the art can employ the date stamps and knowledge of
the particular systems or sources to approximate and com-
pensate for time delays in either direction. In addition, meth-
ods employed to compensate for such delays are set out in the
*735 Provisional Patent Application, identified above. In
either case, matches are only allowed within certain delay
bounds; within these limits, the system usually selects the
best matches, according to a preferred scoring scheme. A
variety of scoring schemes have been described for OMR
systems, such as previously referenced.

The results of the analysis performed in OMR module 154
and OSR module 152, together with scores, associated data,
and metadata, are fed back to integration module 156, where
the results of OSR, OMR, and other analysis is combined and
is fed to decision module 158. That module decides whether
to choose a catalog match (the OMR successfully identified
content), a stream match (the OSR successfully identified the
broadcast source of the query), or both, or neither. Note that
time is of the essence, and low latency is important. Hence,
some decisions may be reached very quickly at one point, and
revised or complemented later. The decision module 158 may
use additional factors in arriving at a decision. For example, if
GPS information is available from the user’s device 150, or
from some other source, information about the known loca-
tion of the user can be matched with information about the
known information of the identified source to validate that
match. Additionally, if the broadcast source identified in the
query search has published a playlist, and that playlist has
been obtained, information there can be cross checked against
information gained from a catalog match. Information such as
the GPS data and playlists, as well as other information that
might be helpful in validating matches can be obtained by
integration module 156. Specific criteria for determining
when and how to approve catalog and stream identifications
will generally be specific to the current scenario. Here, the
scenario information could relate to the broadcast streams, to
the broadcast sources themselves, or other information about
the particular environment. Those of skill in the art can start
with the identification procedure set out in the patent publi-
cations cited above and modify those criteria as necessary to
suit a particular environment.
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Once the decision has been made about whether and what
kinds of matches have been identified, response generation
module 162 assembles the information required to display
results to the user. Where a stream match identifies one or
more broadcast sources, such as a radio station, relevant avail-
able information, such as the station URL and other metadata
associated with that station, as well as any information
gleaned by the system may be sent to user device 150. The
user display process can be controlled by a number of param-
eters, some of which may depend on the characteristics of the
specific user device. These parameters may be customized to
maximize perceived benefits to the user, to broadcast sources,
or to any other service provider facilitating the matching
process.

A number of ancillary services can be bundled with the
simple presentation of matching data. For example, although
many radio stations compile and distribute playlists, those
playlists do not necessarily correspond to the actual content
broadcast by the station. The system of the present disclosure
can compile a complete playlist of the music actually broad-
cast by given station, by a straightforward use of the finger-
print module 120, operating together with the OMR 154 and
OSR 152, operating under control of integration module 156.
The final product of that operation could be a playlist 180,
which could then be furnished to the broadcast station, to
third parties, and to any user so desiring.

A useful variant of this is to display for the user the last few
songs played on a particular radio station (the last 10 songs,
for example). It is interesting in its own right, but this also
corrects a weakness of pure catalog-based systems. If the user
was listening to a song on the radio and wanted to identify it,
buthad missed the end of'it, or perhaps wasn’t able to open the
OMR module right away, the song ID won’t be available to
the user. When used with OSR, when the system identifies a
radio station, the last few songs played will be shown, and the
user can find without any additional effort what song or songs
were missed in the recent past.

The same ‘weakness’ may be corrected in general by hav-
ing the system automatically remember recent audio, using a
circular buffer to hold, say, the last few minutes of audio. In
this case, the user might have to request ‘retroactive’ match-
ing. An entirely passive variant of this idea is described in the
previously referenced Continuous Audio Matching patent
application.

Alternatively, response generation module 162 could cor-
relate information about the query, the particular broadcast
outlet being listened to, and possibly the user’s location, to
offer particular products and services to the user. Special
advertisements or discount offers could be made available by
the offering outlet for users characterized by particular
parameters. Once the system recognizes that the user meets
those criteria, the special offer can be forwarded to user
device 200 for display to the user.

As a further alternative, information can be fed to the user
in stages. Results of a first match can be quickly provided to
the user, and then additional, or premium, content can be
provided as a follow-on service. Once the user’s listening
status is known, the system can use the searching capabilities
of integration module 156, for example, to gather additional
information about the source, or about the particular music
being played. A special price for a CD by the artist being
played could be offered, for example. Such additional infor-
mation could be offered on a special subscription basis to
particular users as an additional means of monetizing the
service.

Another alternative use of matching a stream is to report
“check-ins”. Upon a successful match with a broadcast sta-
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tion, when the user has given sharing permission for Face-
book or for Twitter, the system can post a message such as, for
example: “Jon is listening to 96.5 KOIT”. This could be very
valuable for radio or TV stations as it lets them participate in
the “checking in” social networking phenomenon, including
tweets, news feeds, sponsored stories and the like. This can be
monetized like an ad impression.

Another potential approach to monetizing this service
could be to provide information back to broadcasters on a
subscription basis. The system will accumulate a large vol-
ume of data indicating user listening patterns relating to par-
ticular programs, music, times of day, and the like. That
information would be highly valuable to broadcast station
owners. That information is considerably less time sensitive
than is the immediate feedback described above, giving the
system operator opportunities to assemble, collate, and
present the information in a number of formats.

FIGS. 3 and 4 illustrate a process 400a and 4005 for imple-
menting the present disclosure by identifying both the broad-
cast stream and its content. As should be clear from the
description above, a number of processes are occurring
simultaneously within the various modules of the present
disclosure. The steps of process 4004, 4005 set out in sequen-
tial fashion the steps from receiving broadcast streams
through the distribution of final results, but those of skill in the
art will recognize that numbers of the steps will be occurring
simultaneously, and others may be performed in various
stages or orders. It is specifically stated here that the order in
which steps are discussed below should not be understood as
a disclosure or limitation of the order in which the steps are
performed.

FIG. 3 illustrates process 400a, which identifies broadcast
stream continuously. This process begins with the receipt of
broadcast streams, at step 402. Here the system is designed
with a particular number of broadcast streams in mind. For
some applications, this number could be relatively small, in
the tens of total streams. For systems serving a large metro-
politan area, however, a large number of streams will be
provided, accommodating not only the existing AM and FM
radio stations, but also the hundreds of stations offered on
satellite systems such as Sirius or XM. As explained in con-
junction with fingerprinting module 120 (FIGS. 1, 2), overall
broadcast data from each strain is first buffered (step 404) to
establish a data set of a selected time-slice of the broadcast
signal. As the data is fed into the buffers, data fingerprints are
taken, in step 406. Steps 404 and 406 result in the creation of
a number of stream fingerprints, ready for matching with
other data. Each of the streams is continuously updated for so
long as the broadcast stream is received.

It will be understood that steps 402-406 continue indepen-
dently, having no regard to the rest of the system steps. For so
long as the system is operating, steps 402-406 continue to
receive data and prepare it for processing by the remainder of
the system. It will be further understood that process 400a
operates completely apart from any user query input,
although a different embodiment could combine the two pro-
cesses under correlated control systems, as understood in the
art. Here, the purpose of the process 400a consists directly in
obtaining and processing broadcast stream content and iden-
tification. Rather than depending upon interaction with users,
this system exists to obtain and compile data about broadcast
activity, and information about that activity can be organized
and deployed as desired.

Process 400a employs the resources of stream monitoring
system module 100 and station monitoring module 130 to
identify incoming broadcast streams. This process begins by
receiving broadcast streams at step 402, and those streams are
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buffered at step 404 and fingerprinted at step 406. The system
then performs an OMR match at step 407. As noted above, the
OMR match may be supplemented by a continuous matching
step 408, employing the techniques described above and in
the °735 application. The OMR match being complete, the
information gained from that analysis is incorporated into a
station playlists at step 409. Although the absence of user
queries may call for some changes in the detailed implemen-
tation of process 400a the key points of the fingerprinting,
content identification, and broadcast stream identification are
set out above.

FIG. 4 sets out a process 4005 initiated by receipt of a query
from a user, at step 410. First, step 411, the system generates
a fingerprint of the query. The first analysis step, 418, com-
pares the fingerprint to the playlist 180. That comparison can
be rapidly accomplished, first because the comparison
matches fingerprints, and second because the playlist can be
available in a cache or other highly accessible data storage
location. Moreover, if a match is found with a playlist entry,
the remainder of the analysis is completely bypassed, and the
process can move directly to response generation, step 422.

Failing a match with a playlist entry, the process proceeds
to run both an OMR match and an OSR match, in parallel
(steps 412 and 414, respectively). Operation of these match-
ing operations proceeds exactly as set out above. After the
OMR and OSR steps, the process may include continuous
matching steps 413 and 415. As explained above, OMR and
OSR produce the desired results, but continuous matching
techniques increase the speed and efficiency of the operation.

The results of the OMR and OSR operations are fed to the
integration step 416. There, the results are assessed as falling
into one of three possible outcomes: a double match, where
the broadcast stream and the content is identified; an OSR
match where only the broadcast stream is identified; or an
OMR match, where only the content is identified. To allow for
the possibility of equivocal results, the integration step may
allow different characteristics of the matching process to be
given greater or lesser weights in the final determination.
Those considerations will vary with every implementation,
and those of skill in the art can design appropriate factors to
produce desired results.

In response generation, step 422, the process receives the
match results and produces appropriate output to the user,
which is passed along and displayed in step 424. There, the
details of the display will be tailored to each particular sys-
tem. As known in the art, intercommunication between the
user’s device and the system can establish the data format
preferred by the user’s device, and the system can format data
accordingly. For example, specific ‘apps’ may be developed
for each type of smart phone or mobile device, and adapted to
differently sized devices.

In an alternative embodiment, the response generation step
could supplement the response in a number of ways. One
embodiment could make use of playlist 180 to list the most
recent songs played, along with identifying the specific query
content. The system could standardize the number of addi-
tional titles provided, or that selection could be made by the
user.

Apart from any communication with a user submitting a
query, the system maintains information concerning all of the
identifications produced for each of the broadcast streams,
and such data is handled according to designated uses of that
data. Playlist data may be assembled on a regular basis and
forwarded to broadcast sources. Data covering playlists for
multiple organizations may be compiled and forwarded to
marketing organizations, researcher organizations, or other
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users. Those of skill in the art will appreciate that a wide
variety of business applications can be supported through the
systems described here.

Conclusion

The specification has described a method for identifying
and interacting with a broadcast stream. Those of skill in the
art will perceive a number of variations possible with the
system and method set out above. For example, speech rec-
ognition technology could be employed to identify spoken
text in a broadcast stream, and that information could be used
in identifying that broadcast stream, or it could be saved as
metadata to be forwarded to the user. These and other varia-
tions are possible within the scope of the claimed invention,
which scope is defined solely by the claims set out below.

We claim:

1. A method of identifying an audio content sample and
determining a broadcast station source for a broadcast,
including:

monitoring a plurality of broadcast stations and automati-

cally identifying broadcast audio content from the
broadcast stations as it is received;

caching to memory fingerprints of the identified broadcast

audio content from the plurality of broadcast stations;
receiving a sampled audio content;

matching fingerprints of the sampled audio content

against:
the cache of fingerprints from the identified broadcast
audio content; and
a database of audio content;
identifying the sampled audio content and, when the
sampled audio content originates from a broadcast, a
broadcast station source that was sampled;
receiving a location from a portable device; and
using at least the location and the identified sampled audio
content to target the portable device for advertising or
offers.

2. The method of claim 1, wherein the sampled audio
content is received from the portable device.

3. The method of claim 1, further including matching of the
fingerprints of the sampled audio content against the cache
and bypassing matching against the database if the matching
against the cache succeeds.

4. The method of claim 1,

wherein the sampled audio content is received from the

portable device and further including:
using the location to validate an identity of the broadcast
station source.

5. The method of claim 1,

wherein the sampled audio content is received from the

portable device and further including:

receiving a location from the portable device; and

using at least the location and the identified broadcast
station source to target the portable device for adver-
tising or offers.

6. The method of claim 1, wherein:

the identified sampled audio content is an advertisement;

further including using at least the identified sampled audio

content and the identified broadcast station source to
target the portable device for advertising or offers.

7. The method of claim 1, wherein receiving the sampled
audio content includes receiving fingerprints from the por-
table device.

8. The method of claim 1, further including creating fin-
gerprints from the received sampled audio content.

9. The method of claim 1, further including sending at least
some data regarding the identified sampled audio content to
the portable device.
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10. A method of identifying an audio content sample from
a real time broadcast, including:

monitoring a plurality of broadcast stations and identifying

broadcast audio content from the broadcast stations as it
is received;

wherein monitoring at least one broadcast station of the

plurality of broadcast stations relies on a web-based feed
that is delayed from an over-the-air feed from the same
broadcast station;

receiving sampled audio content from a portable device;

receiving a location from the portable device;

identifying the sampled audio content by matching finger-

prints of the sampled audio content against a database of
audio broadcast content;

wherein matching the fingerprints of the sampled audio

content against the database of broadcast content is lim-
ited by a predetermined delay bound; and

combining the location and the identified sample audio

content to identify a broadcast station source which the
portable device sampled.

11. The method of claim 10, further including caching
fingerprints of the identified broadcast audio content from the
plurality of broadcast stations and matching the fingerprints
of the sampled audio against the cache of fingerprints.

12. The method of claim 10, wherein:

the identified sampled audio content is an advertisement;

further including using at least the identified sampled audio

content and the identified broadcast station source to
target the portable device for advertising or offers.
13. The method of claim 10, further including:
generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending the portable device at least a recent portion of the
playlist that identifies a plurality of items broadcast by
the identified broadcast station source.

14. A method of identifying an audio content sample that
originates from an actual broadcast, including:

monitoring a plurality of broadcast stations, fingerprinting

and saving the fingerprints of broadcast audio content in
a database of broadcast content as it is received;
identifying at least some of the broadcast audio content
from the broadcast stations against a database of pre-
indexed audio content and caching fingerprints of the
identified broadcast audio content as it is received;
receiving sampled audio content from a portable device;
matching the fingerprints of the sampled audio content
against:
the cache of fingerprints for the identified broadcast
audio content;
the database of broadcast content; and
the database of pre-indexed audio content; and
identifying a broadcast station source of the sampled audio
content that originates from an actual broadcast and,
when the sampled audio content can be found in the
database of pre-indexed audio content, identifying the
sampled audio content.

15. The method of claim 14, further including:

receiving a location from the portable device; and

using the location to validate an identity of the broadcast

station source.

16. The method of claim 14, further including:

receiving a location from the portable device; and

using at least the location and the identified sampled audio

content to target the portable device for advertising or
offers.

17. The method of claim 14, wherein:

14

the monitoring of at least one broadcast station relies on a
web-based feed that is delayed from an over-the-air feed
from the same broadcast station; and

matching the fingerprints of the audio content sample

5 against the cache is limited by a predetermined delay
bound.
18. The method of claim 14, further including:
generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending the portable device at least a recent portion of the
playlist that identifies a plurality of recent items broad-
cast by the identified broadcast station source.

19. A method of identifying an audio content sample and
determining a broadcast station:

monitoring a plurality of broadcast stations and automati-

cally identifying broadcast audio content from the

broadcast stations as it is received;

wherein monitoring at least one broadcast station of the

plurality of broadcast stations relies on a web-based feed

that is delayed from an over-the-air feed from the same
broadcast station;

caching to memory fingerprints of the identified broadcast

audio content from the plurality of broadcast stations;

receiving a sampled audio content;

matching fingerprints of the sampled audio content

against:

the cache of fingerprints from the identified broadcast
audio content; and

a database of audio content;

wherein matching the fingerprints of the sampled audio

content against the database of broadcast audio content

is limited by a predetermined delay bound; and
identifying the sampled audio content and, when the

sampled audio content originates from a broadcast, a

broadcast station source that was sampled.

20. The method of claim 19, further including:

receiving a location from the portable device; and

using the location to validate an identity of the broadcast

station source.

21. The method of claim 19, wherein:

the monitoring of at least one broadcast station relies on a

web-based feed that is delayed from an over-the-air feed

from the same broadcast station; and

matching the fingerprints of the audio content sample

against the cache is limited by a predetermined delay

bound.
22. The method of claim 19, further including:
generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending the portable device at least a recent portion of the
playlist that identifies a plurality of recent items broad-
cast by the identified broadcast station source.

23. A method of identifying an audio content sample and
55 determining a broadcast station source for a broadcast,
including:

monitoring a plurality of broadcast stations and automati-

cally identifying broadcast audio content from the

broadcast stations as it is received;

caching to memory fingerprints of the identified broadcast

audio content from the plurality of broadcast stations;

receiving a sampled audio content from a portable device;
matching fingerprints of the sampled audio content
against:

the cache of fingerprints from the identified broadcast
audio content;

and a database of audio content; and
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identifying the sampled audio content and, when the
sampled audio content originates from a broadcast, a
broadcast station source that was sampled;
generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending the portable device at least a recent portion of the
playlist that identifies a plurality of recent items broad-
cast by the identified broadcast station source.
24. The method of claim 23,
wherein the sampled audio content is received from a por-
table device and further including:
receiving a location from the portable device; and
using the location to validate an identity of the broadcast
station source.
25. The method of claim 23, further including:
generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending a portable device at least a recent portion of the
playlist that identifies a plurality of recent items broad-
cast by the identified broadcast station source.

26. A method of identifying an audio content sample and
determining a broadcast station source for a broadcast,
including:

monitoring a plurality of broadcast stations and automati-

cally identifying broadcast audio content from the
broadcast stations as it is received;

caching to memory fingerprints of the identified broadcast

audio content from the plurality of broadcast stations;
receiving a sampled audio content;

concurrently matching fingerprints of the sampled audio

content against the database of broadcast audio content
and a database of audio content; and
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identifying the sampled audio content and, when the
sampled audio content originates from a broadcast, a
broadcast station source that was sampled.

27. The method of claim 26, further including:

receiving a location from a portable device; and

using the location to validate an identity of the broadcast
station source.

28. A method of identifying an audio content sample from

a real time broadcast, including:

monitoring a plurality of broadcast stations and identifying
broadcast audio content from the broadcast stations as it
is received;

receiving sampled audio content from a portable device;

receiving a location from the portable device;

identifying the sampled audio content by matching finger-
prints of the sampled audio content against a database of
audio content; and

combining the location and the identified sample audio
content to identify a broadcast station source which the
portable device sampled; and

using at least the identified broadcast station source to
target the portable device for advertising or offers.

29. The method of claim 28, wherein:

the identified sampled audio content is an advertisement;

further including using at least the identified sampled audio
content and the identified broadcast station source to
target the portable device for advertising or offers.

30. The method of claim 28, further including:

generating and saving playlists of the broadcast audio con-
tent from the broadcast stations monitored; and

sending the portable device at least a recent portion of the
playlist that identifies a plurality of items broadcast by
the identified broadcast station source.

#* #* #* #* #*



